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Abstract. For a first-order non-explosive autoregressive process with dependent noise, we propose a truncated sequential
procedure with a fixed mean-square accuracy. The asymptotic distribution of the estimator depends on the type of the noise
distribution: it is normal when the noise has a Kotz’s distribution, while it is a mixture of normal distributions if the noise
distribution is a variance mixture of normals as well. In both cases, the convergence to the limiting distribution is uniform in
the unknown parameter.
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1 The model
For a fixed integer N ≥ 1, consider an autoregressive process of the first order

xk,N = θ xk−1,N + ξk,N , 1 ≤ k ≤ N , (1)

where x0,N , x1,N , . . . , xN,N are observations, θ is an unknown parameter and ξ1,N , . . . , ξN,N are noises
with E ξj,N = 0 and 0 < E ξ2j,N <∞. The initial state x0,N is a random variable which does not depend
on θ and which is stochastically independent of the ξi,N ’s.

Note that, for that model, the number N of observations is fixed, which is, in many situations, more
realistic than to assume that N goes to infinity. In this context, our goal is to obtain a non-asymptotic
upper bound and an asymptotic distribution for the general model (1) where the ξi,N ’s may be depen-
dent. The type of dependence considered here is the one implied by the class of spherically symmetric
distributions. More specifically, we will assume that the random vector ξ(N) = (ξ1,N , . . . , ξN,N ) has a
spherically symmetric distribution in RN with a generating function gN ; in other words, the distribution
density of ξ is written as

fξ1,N ...ξN,N
(x1, . . . , xN ) = gN (‖x‖2) (2)

for x = (x1, . . . , xN ) and ‖x‖2 =
∑N

i=1 x
2
i .

The classes of spherically symmetric distributions that we consider are the variance mixture of nor-
mal distributions with generating function gN of the form

gN (t) = E
[
(2π V )−N/2 e−t/2V

]
, (3)

where V is the mixing random variable, and the Kotz distributions (see Kotz (1975)) where gN is given
by

gN (t) =
Γ (N/2)

πN/2(2σ2)N/2+qΓ (N/2 + q)
tq e−t/2σ

2
, (4)
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for some real number q such as q > −N/2 and scale parameter σ > 0.
For the model (1) with limited information (N is fixed), we estimate θ through a truncated sequential

procedure in the following way. First, for each positive threshold h, we define the stopping time

τ = τh,N = inf

{
1 ≤ l ≤ N :

l∑
i=1

x2
i−1,N ≥ h

}
, (inf{∅} = N) (5)

and a correction factor

ατ = ατh,N
=
h−

∑τ−1
i=1 x

2
i−1,N

x2
τ,N

. (6)

Then the truncated sequential estimator associated to h is the couple (τ, θ̃h,N ) where

θ̃h,N =
∑τ−1

i=1 xi−1,N xi,N + ατ xτ−1,N xτ,N
h

IΓh,N
, (7)

with IΓh,N
the indicator function of the set Γh,N = {

∑N
i=1 x

2
i−1,N ≥ h}.

2 Non-asymptotic estimation with a prescribed mean-square accuracy
In this section, for the autoregressive model (1), with N fixed observations under the spherically sym-
metric distribution (2), we show that the truncated sequential estimator θ̃h,N in (7) allows to estimate the
unknown parameter θ with a prescribed mean-square precision, provided that the generating function gN
meets some requirements on the conditional moment of second order. Those conditions are satisfied for
the Kotz distributions (4) and for some mixtures of normal distributions (with bounded mixing variable
V in (3)).

Proceeding from (2), the conditional densities are equal to

fξk,N |ξ1,N ,...,ξk−1,N
(y|ξ1,N , . . . , ξk−1,N ) =

gk,N (Sk−1,N + y2)
gk−1,N (Sk−1,N )

,

where Sj,N =
∑j

i=1 ξ
2
i,N , 1 ≤ j ≤ N , and the conditional second order moments are expressed as

E(ξ2k,N |ξ1,N , . . . , ξk−1,N ) = ψk,N (Sk−1,N ) , (8)

where

ψk,N (z) =

∫∞
0 t1/2 gk,N (z + t) dt

gk−1,N (z)
, 1 ≤ k ≤ N .

Here gk,N is the generating function of the orthogonal projector from RN onto Rk, 1 ≤ k < N , given
by

gk,N (z) =
π(N−k)/2

Γ ((N − k)/2)

∫ ∞
0

v(N−k)/2−1 gN (z + v) dv . (9)

Implicitly the cases k = 1 and k = N are contained in (8) setting gN,N (z) = gN (z) and g0,N (·) ≡ 1 so
that

ψ1,N (z) =
∫ ∞

0
t1/2 g1,N (z + t) dt

and

ψN,N (z) =

∫∞
0 t1/2 gN (z + t) dt

gN−1,N (z)
.

The properties of θ̃h,N will be studied under the following condition on the generating function gN :

d = sup
N≥1

max
1≤k≤N

sup
z≥0

ψk,N (z) <∞ . (10)

A first consequence of (10) is given in the following result.
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Lemma 1. For N ≥ 1, let ξ(N) = (ξ1,N . . . , ξN,N ) be a random vector and (FNk )0≤k≤N be the
system of σ-algebras defined by FN0 = {∅, Ω} and FNk = σ{ξ1,N . . . , ξk,N}. If ξ(N) has a spherically
symmetric distribution in RN with generating function gN satisfying (10), then (ξk,N ,FNk )1≤k≤N is a
martingale-difference sequence such that, for each 1 ≤ k ≤ N ,

E (ξ2k,N | FNk−1) ≤ d . (11)

The bound d in (10) allows to provide a non-asymptotic result in terms of fixed accuracy estimation.
This is the purpose of the following proposition.

Proposition 1. Assume that the vector of noises ξ(N) = (ξ1,N , . . . , ξN,N ) in (1) has a spherically sym-
metric distribution in RN with generating function gN in (2) satisfying (10). Then, for any fixed h > 0
and θmax > 0, the truncated sequential estimator θ̃h,N in (7) satisfies the inequality

sup
|θ|≤θmax

Eθ(θ̃h,N − θ)2 ≤
d

h
+ R(N, θmax, h) , (12)

where

R(N, θmax, h) = θ2
max

π(N−1)/2

Γ ((N − 1)/2)

∫ (1+θmax)2h

0
t(N−3)/2gN−1,N (t) dt . (13)

Remark 1. Inequality (12) gives a possibility to choose the value of h by minimizing the right hand side
of (12) which is an upper bound of the mean-square accuracy. In practice, this can be done numerically.

We illustrate the result of Proposition 1 for some specific generating functions gN (c.f. (2)). First,
for the Kotz distribution with nonnegative integer parameter q in (4), it is easy to see, setting h̃ =
h (1 + θmax)2 and using the inequality (t+ v)q ≤ 2q−1(tq + vq), that an upper bound of R(N, θmax, h)
is given by

R(N, θmax, h) ≤ θ2
max 2q

Γ (N/2)
Γ (N/2 + q)

{
Γ (q + 1/2)
Γ (1/2)

P(H0 ≤ h̃/2σ2)+

Γ ((N − 1)/2 + q)
Γ ((N − 1)/2)

P(Hq ≤ h̃/2σ2)
}

where, for m ≥ 0, Hm is a random variable with gamma distribution Ga((N − 1)/2 +m, 1).
As another example, consider a variance mixture of normal distributions as in (3). Assume that the

mixing random variable V has a density f(·) which decays with power rate at some vicinity of zero, that
is, there exist constants α ≥ 0, β > 0 and 0 < δ < 1 such that f(v) ≤ α vβ for 0 ≤ v ≤ δ. Then, it can
be shown that, for any 0 < ε < 1/2, there exists κ > 0 such that, for h ≤ (N−1)(1−2ε)δ/(1+θmax)2,

R(N, θmax, h) ≤ θ2
max

(
α

β + 1
δβ+1 + e−κ(N−1)

)
. (14)

Note that, if α = 0, then V ≥ δ almost surely and the bound for R(N, θmax, h) decreases exponen-
tially in N .

3 Limiting distributions for sequential estimators
The main result of this section yields the asymptotic properties of the truncated sequential estimator θ̃h,N
given in (7). Specifically, we consider the convergence of its distributions uniformly in −1 ≤ θ ≤ 1.
Although our goal is to deal with the dependent case, it is of interest to start with the i.i.d. case, since
(7) gives rise to a specific form of the estimator. Then we present a spherical situation with dependence
- the Kotz context with non-negative integer parameter q - which leads to the same uniform asymptotic
normality (for that reason, we gather these two cases in Theorem 1). Finally, we consider the case of
variance mixtures of normals which turns out to differ from the previous cases.



4 Fourdrinier et al.

Theorem 1. Suppose that, in (1), the vector of noises ξN = (ξk,N )1≤k≤N is either an i.i.d. sequence
with E ξj,N = 0 and E ξ2j,N = σ2 or has a Kotz’s distribution as in (4) where the non-negative parameter
q is assumed to be an integer. Then the sequential procedure (7) satisfies

lim
h→∞

lim
N→∞

sup
|θ|≤1

sup
t∈R

∣∣∣∣Pθ

(√
h (θ̃h,N − θ) ≤ t

)
−Φ

(
t

σ

)∣∣∣∣ = 0 , (15)

where Φ(t) is the standard normal distribution function.

Note that, for a non-truncated sequential procedure, the first part of this theorem has been established
in Lai and Sigmund (1983).

In the following distributional context of model (1), the dependence implied by the spherically sym-
metric distribution of the noise ξ(N) is such that the conditions of uniform asymptotic normality are
broken.

Theorem 2. Suppose that, in (1), the distribution of the vector of noises ξ(N) = (ξ1,N , . . . , ξN,N ) is a
variance mixture of normal distributions as in (3). Then the sequential procedure (7) satisfies

lim
h→∞

lim
N→∞

sup
|θ|≤1

sup
t∈R

∣∣∣Pθ

(√
h(θ̃h,N − θ) ≤ t

)
− Φ̃(t)

∣∣∣ = 0 , (16)

where Φ̃(t) = E Φ (t/V ).

Note that, in the case of a Kotz’s type distribution, we obtain the same limiting theorem as in the case
of classical independent noise, while the variance mixture of normals case provides another conclusion.
It will be observed that Theorem 2 is a new limiting theorem in the sense that it states that the asymptotic
distribution of sequential estimators is no longer normal while the convergence remains uniform in θ.
The proofs of Theorem 1 and Theorem 2 can be derived thanks to the material given in Section 4.

4 Uniform weak convergence of martingales
In our study of the uniform asymptotic normality of (7), we will follow the approach developed by Lai
and Sigmund in Lai and Sigmund (1983). To this end, we need to extend their basic probabilistic result,
given in Proposition 2.1, which proves to be useful in different problems, to the case of dependent noises
in the scheme of series.

Let (ξk,N )1≤k≤N , N = 1, 2, . . . be a sequence of martingale-differences with respect to the increas-
ing sequences of σ-algebras (FNk )0≤k≤N , and let (xk,N )0≤k≤N be a process adapted to (FNk )0≤k≤N .
Let (Pθ, θ ∈ Θ) be a family of probability measures and set, for any a > 0,

ηa,N = max
1≤k≤N

sup
θ∈Θ

Eθ

(
ξ2k,N 1l(|ξk,N |≥a) | F

N
k−1

)
. (17)

Assume that

H1) the family of random variables (ηa,N )a>0,N≥1 satisfies the relations

lim
a→∞

lim sup
N→∞

ηa,N = 0 and sup
θ∈Θ

Eθ lim sup
N→∞

ηa,N < ∞ ;

H2) for each δ > 0,

lim
m→∞

limN→∞ sup
θ∈Θ

Pθ

(
max

m≤k≤N
|vk − σ2| > δ

)
= 0 ,

where vk = Eθ(ξ2k,N |FNk−1) and σ2 is some positive constant;
H3) for each k = 1, 2, . . .

lim
a→∞

limN→∞ sup
θ∈Θ

Pθ(x2
k,N > a) = 0 ;
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H4) for any h > 0,

lim
N→∞

sup
θ∈Θ

Pθ

(
N∑
k=1

x2
k−1,N < h

)
= 0 ;

H5) for each δ > 0,

lim
m→∞

lim sup
N→∞

sup
θ∈Θ

Pθ

x2
n,N ≥ δ

n∑
j=1

x2
j−1,N for some m ≤ n ≤ N

 = 0 .

The following proposition yields the limiting distribution of the random variable defined, for each
N ≥ 1 and each h > 0, as

∆h,N =
1√
h

τ∑
k=1

xk−1,N ξk,N1lΓh,N
, (18)

where τ = τh,N and Γh,N are given in (5) and (7).

Proposition 2. Under the conditions H1)–H5) the random variables (18) satisfy the limiting relation

lim
h→∞

lim
N→∞

sup
θ∈Θ

sup
t∈R

∣∣∣∣Pθ(∆h,N ≤ t) − Φ
(
t

σ

)∣∣∣∣ = 0 . (19)

Note that the proof of Proposition 2 proceeds along the lines of the proof of Proposition 2.1 in Lai
and Sigmund (1983), taking into account, in particular, Condition H4. Also Proposition 2 enables us to
prove Theorem 1. In fact, we are able to establish the conclusion of this theorem under more general
conditions (Conditions C1)–C4) below) thanks to the distributional context of Theorem 1.

Assume that the process (1) is unstable (that is, |θ| ≤ 1) and that the distribution of noise ξ(N) does
not depend on θ and satisfies the following conditions:

C1) the random variable

ηa = limN→∞ max
1≤k≤N

E
(
ξ2k,N 1l(|ξk,N |≥a) |F

N
k−1

)
is such that lima→∞ ηa = 0 and E ηa <∞ for some a ≥ 0;

C2) for any δ > 0,
lim
m→∞

limN→∞ P ( max
m≤k≤N

|vk,N − σ2| > δ) = 0 ,

where vk,N = E(ξ2k,N |FNk−1) and σ2 is some positive number;
C3) for any δ > 0 and any p = 1, 2, . . .,

lim
m→∞

lim sup
N→∞

P (Am,N,p) = 0 ,

where

Am,N,p = ∪Nn=m


p−1∑
j=0

ξ2n−j,N ≥ δ
n−1∑
j=1

ξ2j,N

 ;

C4) for any h > 0,

lim
N→∞

P

 N∑
j=1

ξ2j,N < h

 = 0 .

The relevance of C1)–C4) is illustrated by the following lemma.

Lemma 2. If ξ(N) in (1) has the properties as in Theorem 1, then Conditions C1)–C4) are satisfied.

The following proposition states Conditions C1)–C4) that are sufficient to give rise to the the uniform
asymptotic normality property (15).

Proposition 3. Suppose that, in (1), the distributions of noises ξ(N) satisfy conditions C1)–C4). Then
the truncated sequential procedure (7) has the uniform asymptotic normality property (15).
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5 Concluding remarks

In this paper, estimation of the parameter θ of a first order autoregressive process has been considered
under a specific dependence assumption: the vector of noises had a spherically symmetric distribution.
Non-asymptotic and asymptotic properties were derived for the truncated sequential estimator θ̃h,N that
we carried on. Thus a non-asymptotic bound for the risk of θ̃h,N was provided. As for the asymptotic
properties, an interesting fact was that we could show that the limiting distribution of θ̃h,N depends on
the specification of the spherically symmetric distribution of the noises. Two cases have been presented:
when the distribution is of Kotz type, the limiting distribution of

√
h(θ̃h,N − θ) is the standard normal

distribution while, when a variance mixture of normals is considered, it is also the case for the limiting
distribution. The proof of these findings relies on a uniform weak convergence of martingales result.

For us, the choice of the spherically symmetric framework is mainly a first step in the consideration
of dependence between the noises; other types of dependence have to be investigated. Also, we restricted
ourselves to an AR(1) process as a first start in the treatment of general AR(p) processes; we plan to
tackle these models. Finally, we already have the first steps of optimality results for θ̃h,N ; we postpone
them to a next paper.
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