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Abstract. We introduce a modification of the Bechhofer, Kiefer, and Sobel sequential subset selection procedure using the 
Levin-Robbins-Leu adaptive subset selection procedure to allow sequential elimination of inferior populations and recruit-
ment of superior populations.  Numerical evidence indicates that the new procedure also guarantees the pre-specified level of 
probability of correct selection while reducing the expected total number of observations and failures compared with the 
original non-adaptive method. 
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1 Introduction 

In 1968, Bechhofer, Kiefer, and Sobel (BKS) introduced sequential subset selection proce-
dures for selecting a subset of b best populations from among c candidate populations. The 
populations envisaged could represent, e.g., clinical treatments, devices, industrial processes, 
computer operating systems, etc.  The BKS subset selection procedure can be applied when 
the observable outcomes follow any univariate distribution in the exponential family, but be-
cause we focus in this paper exclusively on the binomial case, we basically assume that we 
have c coins with various success probabilities and that our general goal is to select a subset 
of size b ≥ 1 containing “best” coins, i.e., coins with the highest probabilities of success.  The 
BKS procedure follows the indifference zone approach of Bechhofer (1954) and it is non-
adaptive.  However, more recent interest in the application of selection procedures to early 
phase clinical trials with rapid response times has shifted focus away from non-adaptive pro-
cedures toward others that, while maintaining equiprobable sampling from competing treat-
ments, allow sequential elimination of inferior populations from the trial based on the accu-
mulating evidence.  (We do not consider more fully response-adaptive allocation schemes 
here.)  To the best of our knowledge, no one has proposed an adaptive version of the BKS 
procedure.  We show how to do that here.  
 

2 The procedure 

Given  coins with labels in the set C={1,...,c}.  For coin i, let pi be the probability of 
heads on a single toss.  For a given integer b (

2≥c
cb <≤1 ), our primary goal is to select a subset 

of b coins with the highest such probabilities, which we shall call a subset of b best coins.  
Without loss of generality, we assume that the coins are ordered from best to worst with suc-
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cess probabilities .  To avoid trivialities, we also assume p1<1 and pc>0.  We de-
note the odds on heads versus tails by wi = pi/(1 – pi) > 0.  The odds are similarly ordered 
from best to worst, .  We note that the subset size b is fixed in advance.  Our ap-
proach thus differs from the random subset size selection procedures of Gupta (1956, 1965). 
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The procedure begins by tossing the coins vector-at-a-time. For n=1,2,..., let X(n)= 
 be the vector that reports the cumulative number of heads observed for 

each coin after n tosses, and let X[n]=  be the ordered X(n) vector with 
.  Let  denote the set of all ordered b-tuples of integers (i1,...,ib) 

with  for j=1,...,b and 
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wherein 1 denotes the b-tuple (1,2,...,b). For pre-specified θ > 1 and P* with , 

the classical BKS procedure terminates with the following stopping criterion:  
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If ),*,,( cbP =θB  the procedure stops and the b coins with the largest tallies are selected.  
It is possible for several coins to be tied at stopping time; if so, select at random from the ties.  
BKS (1968) proved that if wb /wb+1≥θ, then the probability of correct selection, P[CS], is 
greater than or equal to P*.  Thus θ and P* are design constants.  

To make this procedure adaptive, after the nth vector of tosses (n=1,2,…), if 
,),*,,( ncbP >θ  then we check for an elimination or recruitment with the “E/R ” criterion:  B
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chosen in advance of all tosses as the smallest positive integer such that 
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If  we eliminate all coins i with ]  if  and/or recruit all 
coins i with  if  By “eliminate” we mean that a coin is withdrawn 
from the competition with no further tosses and is classified as outside the set of b best coins.  
By “recruit” we mean that a coin is withdrawn from the competition with no further tosses 
and is selected to be amongst the set of b best coins.  If fewer than b coins are recruited 
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and/or fewer than c–b coins are eliminated at time n, then, before the next toss, we check an 
adjusted BKS criterion for the remaining subset of coins C with c' =|C'| and where b' is b 
minus the total number of coins recruited. The adjusted BKS criterion, which we denote by 

C⊂'

)','*,,( cbPθ' , is to stop if  B
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If )','*,,( cbPθB'  is satisfied, then we stop and select the b' coins in the lead together with 
the recruited b-b' coin(s) as the b best. If ','*,,( cbP )θB'  is not satisfied, then the procedure 
continues with the next vector of tosses, starting from the current tallies of the remaining sub-
set of coins , and iterating with stopping criterion )','*, cbP,(θB''C  and E/R criterion 

 Continuing in this way, we stop whenever the B' criterion is satisfied at some epoch 
with b'' out of c'' coins left to recruit, or there is a simultaneous recruitment of b'' coins and 
elimination of c''–b'' coins, at which point a total of b coins will have been recruited and c–b 
coins eliminated.  Upon stopping we declare the subset of recruited coins as the b best.   
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3 Results 

We conjecture the following holds true in general: 

For any set of coins C={1,...,c} with success probabilities given by let wi = pi/(1-pi), 

and suppose, without loss of generality, .  For given P* with  and 

pre-specified θ>1, the proposed adaptive procedure achieves a probability of correct selec-
tion at least P* whenever wb /wb+1 ≥ θ. 

,,,1 cpp L

⎜⎜
⎝

⎛
b
c

cpp ≥≥L1 1*<≤⎟⎟
⎠

⎞
P

1−

We have proved the conjecture for the special case b=1 and any number of c coins, though 
the proof for general b>1 is still an open problem.  Numerical evidence indicates that the 
new, adaptive procedure reduces the expected total number of observations and failures 
compared with the original, non-adaptive method, while continuing to guarantee that P[CS]≥ 
P*.  
 

4 Illustration  
Consider selecting b=2 best coins from a set of c=4 coins with θ=2 and P*=0.8, 0.85, 
0.875, or 0.888.  The table below presents simulation results with p=(0.4, 0.4, 0.25, 0.25) 
from 40,000 replications of the original BKS procedure, the adaptive BKS procedure, and 
the Levin-Robbins-Leu (2008) procedure which uses only the adaptive rule E/R , but not 
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the adjusted BKS criterion B' , stopping only when b coins have been recruited and c-b 
coins eliminated,. The replications use coordinated, i.e., identical, sequences of binary out-
comes for each procedure.  Note that in order to guarantee P[CS]≥ 0.8 for the adaptive BKS 
procedure, the integer r used in the adaptive rule E/R for eliminating inferior coins and re-
cruiting superior coins needs to be at least 5 for θ=2. Leu and Levin (2008) show that the 
P[CS] for the Levin-Robbins-Leu (LRL) procedure can be bounded from below by 

 for wb /wb+1 ≥ θ. In our example, the expression on the left 

is 0.888, somewhat larger than required, resulting in a greater expected number of vectors of 
observations (E
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p[N]), a greater expected total number of tosses (Ep[T]), and a greater ex-
pected number of failures (Ep[F]) compared to the original BKS procedure.  However, as P* 
increases while the required r remains at the same level (i.e. r=5), Ep[T] and Ep[F] start to  
favor the LRL procedure. Nevertheless, no matter how P* changes along the line while r 
stays the same, the adaptive BKS procedure seems to always perform better than both LRL 
and the original BKS procedure in terms of Ep[T] and Ep[F] while still achieving a compara-
ble level of P[CS]. 
 

Table 1.  Simulation results from 40,000 coordinated replications for the case b=2, c=4, p=(0.4, 0.4, 
0.25, 0.25), θ=2, r=5 (standard errors of simulation in parentheses)  
__________________________________________________________________________________________

 
               Operating characteristic                                                        _________________________________________________________

   Pp[cs]   Ep[N]   Ep[T]   Ep[F] __________________________________________________________________________________________
 

P*=0.8 
Levin-Robbins-Leu   0.9091    49.3    152.7    103.3 
   (0.0014)    (0.14)     (0.36)     (0.25) 
original BKS   0.8425    33.2    133.0     89.8 
   (0.0018)    (0.09)     (0.37)     (0.25) 
adaptive BKS   0.8448    34.6    121.7     82.3 
   (0.0018)    (0.09)     (0.29)     (0.20) 
P*=0.85 
Levin-Robbins-Leu   0.9091    49.3    152.7    103.3 
   (0.0014)    (0.14)     (0.36)     (0.25) 
original BKS   0.8754    38.0    152.2    102.8 
   (0.0017)    (0.10)     (0.40)     (0.28) 
adaptive BKS   0.8850    41.6    137.4     93.0 
   (0.0014)    (0.11)     (0.32)     (0.22) 
P*=0.875 
Levin-Robbins-Leu   0.9091    49.3    152.7    103.3 
   (0.0014)    (0.14)     (0.36)     (0.25) 
original BKS   0.8950    40.9    163.7    110.6 
   (0.0015)    (0.11)     (0.43)     (0.30) 
adaptive BKS   0.9086    49.2    152.4    103.2 
   (0.0014)    (0.14)     (0.36)     (0.25) 
P*=0.888 
Levin-Robbins-Leu   0.9091    49.3    152.7    103.3 
   (0.0014)    (0.14)     (0.36)     (0.25) 
original BKS   0.9130    43.9    175.7    118.6 
   (0.0014)    (0.12)     (0.47)     (0.32) 
adaptive BKS   0.9091    49.3    152.7    103.3 
   (0.0014)    (0.14)     (0.36)     (0.25) 
_________________________________________________________________________________________________ 
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